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1. INTRODUCTION

An important parameter in the design of shell and bodies flying in relative motion to each other

is the total aerodynamic drag. The base drag constitutes a large part of the total a•;odynamic

drag and accurate prediction of the base region flow field is necessary. The ability to compute

the base region flow field for projectile configurations using Navier-Stokes computational

techniques has been developed over the past several years.1'2'3 Recently, improved numerical

predictions have been obtained by using the Cray-2 supercomputer and a more advanced zonal

upwind flux-split algorithm."'5 This zonal scheme preserves the geometry of the base corner

which allows an accurate modeling of the base region flow. Previous computational studies have

been completed showing the aerodynamic effect for a variety of base geometries. These

calculations, however, were performed on stand-alone projectile configurations and represent a

single-body problem. Recently a multibody problem which involves other bodies flying in the

wake of a parent projectile has required computational analyses. This is due in part to the

difficulty in finding good experimental and/or analytical data for such problems. The particular

problem here is to determine the aerodynamic effect of small cylindrical segments being ejected

into the wake of a parent projectile. The complexity and uniqueness of this problem results from

the trailing segments being in relative motion to each other, embedded in a non-uniform wake

flow, and requiring a time dependent solution. Figure 1 is a spark shadowgraph picture of a

recent range test 7 conducted with a number of segments flying in the wake of the parent

projectile. Computational results have been obtained by the authors for both the quasi-steady

case of fixed positions of the segments in the wake" and the dynamic case which involves time-

accurate numerical computations and is the subject matter of this technical report.

The time-accurate numerical simulation of the multiple aerodynamic bodies in relative motion

has been obtained using the Chimera9 approach. This technique has been used to compute

inviscid and viscous flows about complex configurations, 1 1'"2 and has been demonstrated for

unsteady viscous flow problems with bodies in relative motion. 3 The Chimera approach is a

domain decomposition method which uses overset, body-conforming grids and grew out of the

necessity to computationally model geometrically complex configurations. The originally developed

Navier-Stokes code, zonal F3D , was extended by the authors to include the details of the

Chimera procedure. This unique work couples the solution of the Navier-Stokes equations, which

govern fluid motion, with the solution to the six DOF (degree-of-freedom) equations of motion.
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The coupling of the fluid dynamic solution and rigid body motion is a major advance and a

significant accomplishment which eliminates the need for simplifying assumptions and allows

more accurate physically based simulations.

2. GOVERNING EQUATIONS AND SOLUTION TECHNIQUE

The complete set of time-dependent, Reynolds-averaged, thin-layer Navier-Stokes equations

is solved numerically to obtain a solution to this problem. The numerical technique used is an

implicit, finite-difference scheme. Time-accurate calculations are made to numerically simulate

the ejection and separation of the segments in the wake of a parent projectile.

2.1 Governing Equations

The complete set of three-dimensional (3-D), time-dependent, generalized geometry,

Reynolds-averaged, thioi-layer Navier-Stokes equations for general spatial coordinates 4, rl, and

Scan be written as follows:14

a,4l + a,• 4P+ * arid ll Re-a..(1)

whero

S= ý(x, y, z, t• - longitudinal coordinate;

Tl = i1(x, y, z, t) - circumferential coordinate

S= C(x, y, z, t) - nearly normal coordinate;

,r = t - time

and
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In Equation 1, the thin-layer approximation is used, and the viscous terms Involving velocity

gradients in both the longitudinal and circumferential directions are neglected. The viscous terms

are retained in the normal direction, C, for the projectile and segments, and are collected into the

vector 9. In the wake or the base region, similar viscous terms are also added in the streainwise

direction, •. For this computation, the diffusion coefficients p. and K contain

molecular and turbulent parts. The turbulent contributions are supplied through an algebraic eddy

viscosity turbulence model developed by Baldwin and Lomax.1'5

The velocities in the 4, T1, and ý coordinate directions can be written as

U 4t + A,+ % + ý

V = t + Uqx + Vy + wrIz

wI= + + +

which represent the contravariant velocity components.

The Cartesian velocity components (u, v, w) are retained as the dependent variables and are

nondimensionalized with respect to a_, (the free-stream speed of sound). The local pressure is

determined using the relation,

P (y - 1 )[e - 0.5p(u 2 + + w+)] (4)

where y is the ratio of specific heats. Density, p, is referenced to p, and the total

energy, e, to p_ a _2 . The transport coefficients are also nondimensionalized with respect to the

corresponding free-stream variables. Thus the Prandtl number which appears in 9 is defincd as

Pr = Cpj_//K..

2.2 Numerical Technique

The implicit, approximately factored scheme for the thin-layer Navier-Stokes equations using

central differencing in the T1 and ý directions and upwinding in , is written in the

following form,"6
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I+ Ibh6(A*)" + ibh 6S•" - ih Re-J6J - iMD,I

x [I + ib a1 (A-)" + '•b' a11 -ibDII,],•A (6)

= ibAt{~(p ()f, - f.'4 + 8,'[( P-) - 'U-+ 8?,( cOn - e,.)

+ 68(" -W ) - Re-'(•" -n_.1)) - 0)O.( 6 - 6.)

where h = Ator (AMf2 and the free-stream base solution is used. Here, 6 is typically a three-point

second-order accurate central difference operator, 8 is a midpoint operator used with the viscous

terms, and the operators atb and St' are backward and forNard three-point difference operators.
A A A A A

The flux F has been eigensplit and the matrices A, B, C, and M result from local linearization of

the fluxes about the previous timc level. Here, J denotes the Jacobian of the coordinate

transformation. Dissipation operators De and D, are used in the central space differencing

directions. The smoothing terms used in the present study are of the form:

D.,n (A t) J-[,ýp(B) J'+ E-4 P ( )', J

0,! = (/At)J-'[ ep(e B)3 + 2.5e, ip(B)6j InJ

where

p = 1RPI

(1 t62)PI

and where p(B) is the true spectral radius of B. The idea here ;s that the fourth difference wikl be

tuned down near shocks (e.g., as i3 gets large, the weight on the fourth difference drops down

while the second difference tunes up).
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2.3 Chimera Composlte Grid Stheme

The Chimera overset grid scheme is a domain decomposition approach where a configuration

is meshed using a collection of overset grids. It allows each component of the configuration to

be gridded separately and overset into a main grid. Overset grids are not required to join in any
special way. Usually there is a major grid which covers the entire domain or a grid generated

about a dominant body. Minor grids are generated about the rest of the other bodies. Because

each component grid is generated independently, portions of one grid may be found to lie within

the solid boundary contained within another grid. Such points lie outside the computational

domain and are excluded from the solution process.

Figures 2 and 3 show an example where tWe parent projectile grid is a major grid and the

segment grid is a minor grid. The segment grid is completely overlapped by the projectile grid:

thus, its outer boundary can obtain information by interpolation from the projectile grid. Similar

data transfer or communication is needed from the segment grid to the projectile grid. However,

a natural outer boundary tha•t overlaps the segment grid does not exist for the projectile grid.

The Chimera technique create,,,, an artificial boundary (also known as a hole boundary) within the

projectile grid which provides the required path for information transfer from the segment grid to

the projectile grid. The resulting hole region is excluded from the flow field solution in the

projectile grid. Equation 5 has been modified for Chimera overset grids by the introduction of the

flag i, to achieve just that. This i•, array accommodates the possibility of having arbitrary holes

in the grid. The ib array is defined such that it = 1 at normal grid points and 'b = 0 at hole points.

Thus, when i. = 1, Equation 5 becomes the standard scheme. But, when i, = 0, the algorithm

reduces to Ad" = 0 or d`1 = &, leaving d unchanged at hole points. The set of grid points

which form the border between the hole points and the normal field points are called intergrid

boundary points. These points are updated by interpolating the solution from the overset grid that

created the hole. Values of the ib array and the interpolation coefficients needed for this update

are provided by a separate algorithm."

In the present study, which involves multiple bodies in relative motion, the location of the holes

and the intergrid boundary points are time-dependent. Accordingly, the 'b array and the

interpolation coefficients are functions of time. This procedure of unsteady Chimera

decomposition has been successfully demonstrated by Meakin.' 3 The method depends on three
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functions: domain connectivity, aerodynamics, and body dynamics. The aerodynamics code

depends on the domain connectivity code to supply hole and interpolation information. The

domain connectivity code. in turn, depends on the body dynamics code to supply the location and

orientation of the moving bodies relatve to the primary body Finally, the body dynamics code

depends on the aerodynamics code to provide the aerodynamic forces and moments acting on

the moving boc~es.

The Chimera procedure reduces & complex multibody problem into a number of simpler

s=•bproblems. For moving bod/ problems, all grids are allowed to move with six degrees of

freecom relative to an inertia! reference frame. Accordingly, bodies can move with respect to

others wiihout the necessity of generating new grids. With this composite overset grid approach,

it is thus possible to determine the unsteady relative motion of the segments and associated

aerodynamic forces without the nead for costly regridding. This also eliminates potential accuracy

problems due to severe grid stretching uaed by many other techuiiques. The solutior procedure

is to compute the flow field at each time steo; integrate the pressure and viscous forces for the

trailing segments to obtain the drag force; use the predicted drag in a coupled six DOF program

to compute the new relative position of the trailing segment. At the next time step, the solution

procedure is repeated for the now position with the domain decomposition providing all the

required interpolation information. Computations are performed on each grid separately. These

grids use the available core memory one grid at a tirna. The remaining grids are stored on an

external disk storage device such as the solid-state disk device (SSD) of the Cray X-MP or Y-MP

computer.

2.4 Domain Connectivity Function

A major part of the Chimera overset grid approach is the information transfer from one grid

into another by means of the intergrid boundary points. Again, these points consist of a set of

points which define the hole boundaries and outer boundaries of the minor grids. These points

depend on the solutions in the overlapping regions. In the present work, the Domain Connectivity

Function in Three-Dimensions (DCF3D) Code13 has been used to establish the linkages between

the various grids that are required by the flow solver or aerodynamics code described earlier.

These include the determination of the interpolation coefficients, and the setting up of Chimera

logic for bodies making holes in overlapping grids. For unsteady moving grid cases, this code
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must be executed at (. Ach time iteration. To minimize the computation time, this code uses the

knowledge of hole and interpolated boundary points at time level n to limit its search regions for

finding their corresponding locations at time level n+1.

In general, vach component grid in an overset grid system represents a curvilinear system

ot points. However, the position of all points in all the grids are defined relative to an inertial

system of reference. To provide domain connectivity, inverse mappings are used which allow

easy conversion from x,y,z inertial system to 4,rý,T computational space. For moving body

problems, these maps for component grids are created only once. Identification of the intergrid

boundary points which correspond to the outer boundaries of the minor grids are done simply by

specifying appropriate ranges of coordinate indices. The rest of the intergrid boundary points

which result from holes created by a body in overset grids is a little more difficult to identify. A

collection of analytical shapes such as cones, cylinders, and boxes are used to cut holes in this

methed.

2.5 Boundary Conditions

For simplicity, most of the boundary conditions have been imposed explicitly.3 An adiabatic

wall boundary condition is used on the body surface, and the no-slip boundary condition is used

at the wall. The pressure at the wall is calculated by solving a combined momentum equation.

Free-stream boundary conditions are used at the inflow boundary as well as at the outer

boundary. A symmetry boundary condition is Imposed at the circumferential edges of the grid,

while a simple extrapolation is used zt th3 downstream boundary. A combination of symmetry

and extrapolation boundary condition is used at tV.e center line (axis). Since the free-stream flow

is supersonic, a nonreflection boundary condition is used at the outer boundary. Similar boundary

conditions are used for the segments.

3. MODEL GEOMETRY AND COMPUTATIONAL GRID

The primary or parent projectile is a 1 0-caliber (1 caliber = diameter at the cylindrical section)

cone-cylinder-flare projectile. It consist, of a 4.46-caliber conical nose, a 2.82-caliber cylindrical

section, and a 3.0-caliber 12.20 flare. Figure 4 shows a computational grid for this case. It shows

the projectile configuration and the surrounding grid which consists of approximately 20,000 grid
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points. The grid in the wake region consists of 99 points in the streamwise direction and 119

points in the normal direction. The surface points for each region (body and wake) are selected

using an interactive design program. Each grid section was obtained separately and then

appended to provide the full grid. TPie grid for the body region, as well as the wake region, was

obtained algebraically. An expanded view of the wake region grid is shown in Figure 5. The

projectile afterbody seen here went through many design changes after the computations were

completed. This resulted in the use of a slightly different afterbody in the test firings compared

to the computational model afterbody. However, because of the relatively large size of the

afterbody base compared to the segment, the effect of this change in the afterbody is expected

to be minimal on the flow field over the segments. Figure 5 clearly shows the grid clustering near

the base corner of the projectile. Another unique feature of this grid is that the dark band of grid

points at the base corner (in the normal direction) slowly opens up with increasing distance

downstream of the base. This is an effort to make good use of the grid points and place them in

regions of large flow gradients such as the free shear layer in the wake region. The full grid is

split into five zones--a small zone in front of the projectile, three zones on the projectile itself, and

a wake zone.

The current problem of interest is the effect of the wake of the primary projectile on the small

cylindrical body. Each cylindrical segment has a diameter of 9 mm and a length to diameter ratio

(LID) of 2. A typical body conforming grid for the segment is shown in Figure 6 and is overset

onto the primary projectile grid. This corresponds to the matted position when the segment is

positioned inside of the parent projectile with the aft end of the segment flush with the base of

the parent projectile. The segment grid is generated easily independently of the major grid. It

consists of 101 points in the streamwise direction and 31 points in the normal direction away from

the body surface. The Chimera technique, as stated earlier, allows individual grids to be

generated with any grid topology, thus making the grid generation process easier. For moving

body problems, the segment grid, shown in Figure 6 in the matted position, moves with the

segment as the segment separates from the parent projectile and moves downstream into the

wake (see Figure 7). Again, there is no need to generate new grids for the segment and/or the

parent projectile during the dynamic process.
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4. RESULTS

Time-accurate calculations have been performed to numerically simulate tho ejection and

separation of the segments in the wake of a parent projectile. Numerical computations were

performed for the cases where the parent projectile and one or two segments are in relative

motion. All computations have been run at MP - 4.4 and (x - 00 and atmospheric flight conditions

were used. The three-plane version of the 3-D code was run for the 00 angle of attack case and,

therefore, all grids were rotated circumferentially 50 on either side of the mid- plane. This provided

the three planes needed in the code to use central finite differences in the circumferential

direction.

A converged result was first obtained for the parent projectile alone with the segment in the

matted position. Unsteady computations were carried out for the 9-mm segments. In each of

these runs, the solution was kept frozen in the first three zones and computations were made

in zone 4 (a small zone upstream of the base), as well as all zones in the wake region only. The

frozen solution in zone 3 provided upstream boundary conditions for zone 4. In each case with

the segment, the solution was obtained in a time-accurate manner starting with the ejection of the

segment into the wake or base region of the parent projectile. These calculations required 15M

words of memory (total memory for all grid zones) and each case used about 60 hours of

computer time on the Cray X-MP supercomputer.

A few qualitative results for the one-segment case and the two-segment case are presented,

respectively. Figure 8 shows the Mach number contours for the parent projectile with the

segment in the matted position. As expected, it shows the shock wave emanating from the nose

of the projectile. A strong shock wave is also seen to originate from the cylinder-flare junction.

The flow expands at the base corner which is followed by a recompression shock downstream

of the base. As shown in the figure, the outer boundary is placed close to the projectile and a

nonreflection boundary condition procedure is used. The shock waves and the expansion waves

pass through this boundary rather smoothly.

Initial system design considerations provided the data used for the ejection velocity of the

projectile segments. For the one segment case, the segment is ejected out from the parent

projectile at 92.9 m/s. Figure 9 shows snapshots in time of the Mach number contours in the
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base region for various locations of the segment in the wake. The first picture on the top of this

figure corresponds to the case when the segment has just come out of the base of the parent

projectile. The other three positions or locations correspond to separation distances (L) of about

2, 4, and 6 calibers from the base of the parent projectile. For L,-2, the segment is completely

immersed in the subsonic wake of the parent projectile. As seen In this figure, for L-4, the flow

right in front of the segment is still subsonic. The flow becomes supersonic away from it in the

normal direction and one can see the recompression shock which follows the flow expansions at

the base of the parent projectile. As the separation distance is increased to L=6, the flow field

ahead of the segment becomes supersonic. A bow shock wave forms ahead of the segment.

As L is increased further, this bow shock wave becomes stronger. These changes in the flow

structure change the pressure on the front face of the segment (stronger the shock, higher the

pressure) and thus, the aerodynamic drag. The overall flow field behind the segment looks

generally the same in all these cases and the pressure on the back face of the segment does not

change significantly.

A set of range tests7 have been performed for the multi-segment ejection case from the parent

projectile. Various configurations with different length-to-diameter ratios and nose radii of the

segment were included in the tests. The particular case for which numerical computations have

been made corresponds to a L./ of 2 and nose radius of 0.5 caliber. Two segments have been

numerically simulated. The ejection velocities for these two segments are 52 and 27 m/s for the

first (first one to come out) and second segment, respectively. The initial conditions used in the

numerical computations for ejection of these segments were obtained from the experimental test

results. The second segment was ejected after the first segment was about 1.9 calibers away

from the base of the parent projectile. The developed Chimera composite overset grid approach

was used to numerically model this experimental, tirne-dependent separation process. Figure 10

shows the computed pressure contours for the entire configuration which includes the parent

projectile and the two segments. It shows the instantaneous shock wave and the expansion

waves structure when the segments are about 4 and 10 calibers away in the wake. Comparison

of the computational results are made with the available experimental results. Figure 11 shows

the computed pressure contours in the base region for the two-segment case compared with the

experimentally obtained spark shadowgraphs. It corresponds to the case where the second

segment is at a separation distance of about 1.25 calibers from the base of the parent projectile.

At that time, the first segment is at a separation distance of about 3.8 calibers. As seen in the
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figure. these locations agree well with the experimental test results. Although not shown here,

similar comparisons have also been made for other segment positions further downstream in the

wake indicating good agreement between the computed and experimental results.

The entire flow field over the projectile, including the segment, is computed to obtain the

desired aerodynamics. Surface pressures, including the base pressures and the viscous

stresses, are known from the computed flow field and can be integrated to give the aerodynamic

drag for both parent projectile as well as the cylindrical segments. The drag coefficient for the

segments is shown in Figure 12 as a function of the separation distance. This drag coefficient

is based on the area of the segment and the free-stream dynamic pressure. As mentioned

earlier, for small separation distances ( L<2 ), the segment is submerged in the subsonic wake

of the parent projectile. The pressure behind the segment is higher than the pressure ahead of

the segment and, therefore, results in negative drag. As L is increased, the approaching flow to

the segment becomes supersonic and a bow shock wave forms in front of the segment. This

increases the pressure at the front face of the segment and results in higher drag. Figure 12 also

shows the increase in drag with increasing separation distance. Also included here are the

previously computed6 quasi-static results obtained for a few locations of the segment in the wake

of the parent projectile. Thece calcu!ations do not take into account the relative motion between

the parent body and the segment. As seen in this figure, there is a substantial difference in the

predicted drag between the static and the dynamic cases with the drag being lower for the

dynamic case. This highlights the need for time-dependeni dynamic solution techniques to

accurately simulate problems involving multiple bodies in relative motion. The drag for the first

segment (first one to come out) is shown in solid line. For the first two calibers of separation

distance, both segments essentially follow the same curve. However, for L > 2.5, the drag of the

first segment is found to be lower than that of the second segment since it is in the wake of the

second segment. Although not shown here, the drag for the parent projectile changes very little

in the presence of the small cylindrical segments.

Figures 13 and 14 show the separation distance and the segment velocity as a function of

time, respectively. The computed result for the first segment is shown by the solid line and that

of the second one by a dashed line. The second segment is ejected about 1.2 ms after the first

one. As shown in Figure 13, the separation distance for the initial matted position of the

segments is -0.3 calibers. The computed locations of the segments agree fairly well with the
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experimentally observed results. Figure 14 shows the comparison of the computed segment

velocity (relative to the parent projectile) with the data. For tho first 2 msec, the segment velocity

for the first segment decreases slightly and then increases from thereon with time. The segment

velocity for the second segment decreases only slightly during this time duration. Again, this

trend is seen in the experimental results as well.

5. CONCLUDING REMARKS

A computational study has been undertaken to compute the aerodynamics of small cylindrical

segments being ejected into the wake of a parent projectile. Flow field computations have been

performed at a supersonic Mach number, M. = 4.4 and a =0.00 using an unsteady, zonal F3D,

Navier-Stokes code and the Chimera composite grid discretization technique. The computed

results show the qualitative features of the base region flow field for the parent projectile for both

the matted position and other positions of the segment in the wake. The predicted flow field over

the small segmenis was found to undergo significant changes as the segments separated from

the parent projectile. For small separation distances (L<2), the segment experiences negative

drag for the dynamic case. With increasing separation distance, a bow shock was found to form

in front of the segment resulting in higher drag. A significant difference in the predicted drag was

observed between the quasi-steady and the dynamic simulations. The time-dependent

computations were shown to be essential for problems involving relative motion. Comparison of

the computed results for the two-segments case have been made with the available experimental

results and computed locations, separation distances, and segment velocities were found to be

in very good agreement with the experimental results.

This work represents a major advance in capability for determining the aerodynamics of

multiple-body configurations. The coupling of the fluid dynamic solution and rigid-body motion

is a major advance and significant accomplishment that eliminates the need for simplifying

assumptions and allows more accurate physically based simulations. Together with increased

computational resources and the advanced technologies described in this report, multiple design

configurations can be accurately simulated with a "best* design being chosen more quickly.
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Figure 1. Spark Shadow-graph for Multiple Segments in Wake of the Parent Projectile.
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Figure 4. Computational Grid for the Parent Projectile (Major Grid).
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Figure 6. Segqment Grid (Minor, Grid) in Matted Position.
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Figure 8. Mach Contours. M_ 4.4, q 0. Segment in Matted Position.
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Figure 9. Mach ContoursM,--- 4.4, a - 0, Segqment in Various Locations in the Wake.
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Figure 10. Computed Pressure Contours for the Entire System, M_ 4.,a 0

Figuie 11. Comnpari!ýon Of Compu~ted Pressure Contours, Wi -iSrk ShadowqaTh, M 4.4
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Figure 12. Drag Coefficient, M_ = 4.4. a = 0 (Static and Dynamic).
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